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Regulation	Examples	and	What	They	Mean
ISO	22301	and	ISO	22313 Business	Impact	Analysis,	Emergency	Response,	Strategies	to	continue	products	and	

services,	Exercising	and	Testing,	Coordination	with	External	Agencies

ISO	9001 Customer	Requirements,	Management	Responsibility,	Resource	Mgmt.,	
Documentation,	Metrics	and	Measurement	Effectiveness

OHSAS	18001 OH&S	Policy,	OH&S	Planning,	Hazard	Analysis,	Pandemic	Planning,	Consultation	&	
Communication,	Operational	Policies	and	Procedures

ISO	20000 Budgeting	and	accounting,	Business	relationship	mgmt.,	Design	and	transition	of	
services,	Service	Level	Mgmt.

ISO	27001 Information	Classification,	Information	Asset	Mgmt.,	Access	Controls,	Human	Resource	
Security,	Vulnerability	Mgmt.

Federal	Information	Security	Management	
Act	of	2002	(FISMA)

US	Federal	mandate	to	provide	a	comprehensive	Information	Security	(INFOSEC)	
framework	for	US	government	systems,	coordination	with	various	law	enforcement	
agencies,	establishment	of	controls,	acknowledgement	of	commercial	products	and	
software	capabilities	in	the	INFOSEC	space.		Section	3544	covers	agency	
responsibilities	including	IT	controls.

Sarbanes-Oxley	Act	of	2002	(SOX) Section	404	recognizes	the	role	of	information	systems
Requires	publicly	traded	companies	to	provide	an	annual	review	of	their	internal	
controls	over	financial	reporting.

ISO	31000,	ISO/IEC	31010,	ISO/IEC	Guide	
73

Risk	Management	— Principles	and	Guidelines
Risk	management	— Vocabulary
Risk	management	— Risk	assessment	techniques



• Processes	
established

• Proactive	
Monitoring	in	
place

Watch Mobilize Assess Stabilize Close

• Bring	
together	
resources	
required	to	
respond

• What	is	
functional	vs.	
non-
functional

• Scope	return	
to	service

• Return	to	
service

• After-Action



• ISO	22301	standard
• The	PDCA	promotes	BC/DR	as	a	
perpetual	commitment	of	execution	
including	processes,	technology,	
organizational	“muscle	memory”	and	
executive	commitment

• Not	a	product	or	technology,	it	is	a	
process-based	effort.

PDCA

Establish
PLAN

Monitor	&	Review
CHECK

Implement	&	Operation
DO

Review	and	Improve
ACT

Continual	Improvement	of	Business	
Continuity	Management	Systems

Stakeholders	
driving	

Requirements,	
Vision	and	
Direction

Stakeholders
Realize	the	
results
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• Six	Sigma	methodology

• SIPOC	stands	for	supplier,	inputs,	
processes,	outputs,	and	customers
• Often	used	to	assist	groups	in	
understanding	the	interrelationships	
of	their	processes	and	how	work	is	
currently	performed	within	each	
process

SIPOC









Information	
Technology	

Incident	Command	
Lead

Operations	Section	
Team

Focused	IT	Recovery	
teams:	break	fix	/	App	
Dev	/	IT	Infrastructure	
Build	/	Cloud	Migration.

Planning	Section	
Team

Triage	Requests
Strategic	Dependencies
Compile	Reports	and	
Action	Plans,	Team	

Assignments,	
Demobilization,	Impact	

Assessment

Logistics	Section	
Team

Hardware	/	Software
Internet	Access,	Food,	

Office	Space,	
Transportation,	

Passports,	Employee	
and	Contractor	
Resource	Mgmt.

Finance	and		
Administration

Team

Contracts,	Internal	
Charge	Costs	and	

Payments,	Compliance,	
Financial	Reporting	and	

Impact

Internal	Business	Unit	
Liaison	Team

Executive	
Leadership	Team

Employee	Welfare	and	
Safety	Team





Planning	BC/DR	For	Cloud	
Environments	(Geekspeak)



CLOUD SERVICES

VIRTUAL MACHINES CLOUD APPSWEB SITES





Development

Datacenter	One Datacenter	Two

Production



Shared	VHDX

Hyper-V	Replica	
with	Extended	

Replication

Online	Backup

Simplify	
infrastructure	
maintenance

Robust,	reliable	&	resilient	infrastructure	foundation	for	running	
continuous	services

Provide	flexibility	for	
application-level	
resiliency

Cluster	Aware	Updating

Site	Recovery	Service

Guest	Clustering

Failover	Clustering

NIC	Teaming

Failover	Priority	&	Affinity	Rules

Integration	with	cloud	services	

Provide	granular	solutions	for	enabling	
disaster	recovery



• Massive	scalability	with	support	for	64	physical	
nodes	and	8,000	VMs

• VMs	automatically	failover	and	restart	on	
physical	host	outage

• Enhanced	Cluster	Shared	Volumes

• Cluster	VMs	on	SMB	3.0	Storage

• Dynamic	Quorum	and	Witness

• Reduced	AD	dependencies

• Drain	Roles	– Maintenance	Mode

• VM	Drain	on	Shutdown

• VM	Network	Health	Detection

• Enhanced	Cluster	Dashboard

Integrated	Solution	for	
Resilient	Virtual	Machines Cluster	Dynamic	Quorum	Configuration

NodeMajority



VM VM

Live	migration	setupMemory	pages	transferred
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Modified	pages	transferredStorage	handle	moved

• Faster	live	migrations,	taking	full	advantage	of	
available	network

• Simultaneous	Live	Migrations

• Supports	flexible	storage	choices	– iSCSI,	Fibre	
Channel	or	SMB	for	VM’s	files

• Requires	Failover	Clustering	if	using	iSCSI/Fibre	
Channel	Storage

• No	Failover	Clustering	required	if	virtual	
machine	resides	on	SMB	3.0	File	Share

• Can	be	triggered	via	PowerShell

Faster,	Simultaneous	Migration	
of	VMs	Without	Downtime



• Utilizes	available	CPU	resources	on	the	host	to	
perform	compression

• Compressed	memory	sent	across	the	network	
faster	and	decompressed	on	target	host

• Operates	on	networks	with	less	than	10	
gigabit	bandwidth	available

• Enables	a	2X	improvement	in	Live	Migration	
performance

• Enabled	by	default	but	will	only	operate	if	
there	is	spare	CPU	available	to	compress	the	
VM	memory.

Intelligently	Accelerates	Live	
Migration	Transfer	Speed

VM VM

Live	migration	setupMemory	pages	transferred
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Modified	pages	transferredStorage	handle	moved



• SMB	Multichannel	uses	multiple	NICs	for	
increased	throughput	and	resiliency

• Remote	Direct	Memory	Access	delivers	low	
latency	network,	CPU	utilization	&	higher	
bandwidth

• Supports	speeds	up	to	56Gb/s

• Windows	Server	2012	R2	supports	RoCE,	
iWARP	&	Infiniband	RDMA	solutions

• Delivers	the	highest	performance	for
Live	Migrations

• Cannot	be	used	with	Compression

Harness	RDMA	to	Accelerate	
Live	Migration	Performance Live	migration	setupMemory	pages	transferred	at	high	speed

M
EM

OR
Y

M
EM
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Y

Modified	pages	transferred	at	high	speedStorage	handle	moved



• Move	virtual	hard	disks	attached	
to	a	running	virtual	machine

• Manage	storage	in	a	cloud	environment	with	
greater	flexibility	and	control

• Move	storage	with	no	downtime

• Update	physical	storage	available	to	a	virtual	
machine	(such	as	SMB-based	storage)

• Windows	PowerShell	cmdlets

Increased	Flexibility	through	
Live	Migration	of	VM	Storage

Reads	and	writes	go	to	the	source	VHDDisk	contents	are	copied	to	new	destination	
VHD

Disk	writes	are	mirrored;	outstanding	
changes	are	replicated

Reads	and	writes	go	to	new	
destination	VHD



• Increase	flexibility	of	virtual	machine	
placement	&	increased	administrator	efficiency

• Simultaneously	live	migrate	VM	&	virtual	disks	
between	hosts

• Nothing	shared	but	an	ethernet	cable

• No	clustering	or	shared	storage	requirements

• Reduce	downtime	for	migrations	across	cluster	
boundaries

Complete	Flexibility	for	Virtual	
Machine	Migrations

Live	Migration



• Upgrade	from	Windows	Server	2012	Hyper-V	
to	Windows	Server	2012	R2	Hyper-V	with	no	
VM	downtime

• Supports	Shared	Nothing	Live	Migration	for	
migration	when	changing	storage	locations

• If	using	SMB	share,	migration	transfers	only	
the	VM	running	state	for	faster	completion

• Automated	with	PowerShell

• One-way	Migration	Only

Simplified	upgrade	process	
from	2012	to	2012	R2

2012 Cluster	Nodes 2012 R2	Cluster	Nodes

Hyper-V	Cluster	Upgrade	without	Downtime



• Affordable	in-box	business	continuity	and	
disaster	recovery

• Configurable	replication	frequencies	of	30	
seconds,	5	minutes	and	15	minutes

• Secure	replication	across	network
• Agnostic	of	hardware	on	either	site
• No	need	for	other	virtual	machine	replication	
technologies

• Automatic	handling	of	live	migration
• Simple	configuration	and	management

Replicate	Hyper-V	VMs	from	a	
Primary	to	a	Replica	site

Primary	Site Secondary	Site

Once	Hyper-V	Replica	is	enabled,	VMs	begin	replication

Once	replicated,	changes	replicated	on	chosen	frequency

Replicated	Changes

CSV	on
Block
Storage

SMB	Share
File	Based
Storage



Replication	configured	from	primary	to	
secondary

DR	Site

DAS
Storage

Replication	can	be	enabled	on	the	1st replica	to	a	3rd site

Replication

• Once	a	VM	has	been	successfully	replicated	
to	the	replica	site,	replica
can	be	replicated	to	a	3rd location

• Chained	Replication

• Extended	Replica	contents	match	the	
original	replication	contents

• Extended	Replica	replication	frequencies	
can	differ	from	original	replica

• Useful	for	scenarios	such	as	SMB	->	Service	
Provider	->	Service	Provider	DR	Site

Replicate	to	3rd	Location	for	
Extra	Level	of	Resiliency



As	customers	grow,	and	look	to	scale	their	
infrastructure,	multiple	options	exist	for	
deployment	of	workloads

Private	Cloud – Utilize	and	optimize	existing	on	
premise	capacity

Connect	to	Service	Providers – establish	secure	
connectivity	and	harness	Service	Provider	
capacity	for	workloads

Connect	to	Windows	Azure	– utilize	the	Windows	
Azure	Virtual	Networks	to	provide	seamless	
connectivity	into	Windows	Azure	and	an	
extension	to	your	own	network.

Utilize	External	Capacity	
through	Seamless	Integration	

Private	Cloud

Secure	Site	to	Site	Connectivity

Windows	Azure

Windows	Azure
Virtual	Networks

Service	Provider	Cloud



Major	Data	Center

CDN	Node

West US, North Central  US, South Central US, East US, Northern Europe, Western Europe, East Asia, Southeast Asia, and 24 Edge 
CDN Locations



� Features:
� 99.95	percent	monthly	SLA	

� Support	for	Windows	and	Linux	virtual	
machines

� Fault	Isolation	

� Elastic	Capacity

� Open	source	support	(Git,	and	so	forth)

� First	class	.NET	support

� Support	for	a	variety	of	languages	and	
frameworks:	

Flexible	IaaS	and	PaaS	based	hosting	options	for	Cloud,	Web,	and	Virtual	Workloads.	

.NET

node.js

Java

PHP

Python
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Azure	Infrastructure	Services – Spin	up	new	
Windows	Server	and	Linux	VMs	in	minutes	and	
adjust	usage	as	your	needs	change

Extend	Your	Datacenter – Virtual	Network	
technology	securely	connects	to	your
datacenter	with	a	99%	SLA

Rich	Interface – Intuitive	experience	for
creating	and	managing	virtual	machines
through	the	browser

Integrated – Use	App	Controller	to	deploy	and	
manage	apps	and	services	on	Azure

Combined	Templates	– Use	existing	Azure	images,	or	
upload	your	own	using	App	Controller

Integrating	Public	Cloud	IaaS	
with	On	Premise	Infrastructure



>	500	miles



Microsoft	Solutions
Breadth	&	depth	solutions	for	business	continuity	&	disaster	recovery

Hyper-V	Failover
Clustering	for	VM	
Resilience

Hyper-V	Guest	Clustering	for	app-
level	HA,	i.e.	SQL	Server	AlwaysOn	FCI}

Centralized	backup	with	Data	
Protection	Manager

Simplified	protection	with	

Integration	of	WSB/DPM	with	
Microsoft	Azure	Backup

Orchestrated	Physical,	Hyper-V	&	VMware	
VM	Replication	&	Recovery	using	Azure	Site	
Recovery,	between	on-premises	locations,	or	
between	on-premises	&	Microsoft	Azure



Azure	Site	Recovery
One	solution	for	multiple	infrastructures

Hyper-V	to	Hyper-V
(on-premises)

Hyper-V Hyper-V

Replication

Hyper-V	to	Microsoft	Azure

Hyper-V
Microsoft
Azure

Replication

VMware/Physical	to	VMware	
(on-premises)

VMware/Physical VMware

Replication

VMware/Physical	to	Microsoft	
Azure

VMware/Physical
Microsoft
Azure

Replication

Hyper-V	to	Hyper-V
(on-premises)

Hyper-V Hyper-V

Replication

SAN SAN

Protect	important	applications	by	coordinating	the	replication	and	recovery	of	private	clouds	across	sites.
Protect	your	applications	to	your	own	second	site,	a	HSP’s	site,	or	even	use	Microsoft	Azure	as	your	disaster	recovery	site



• Protect	important	services	by
coordinating	replication	and	recovery	of	
private	clouds

• Automates	replication	of	VMs	within	clouds	
between	sites

• Hyper-V	Replica	provides	replication,	
orchestrated	by	Azure	Site	Recovery	Service

• Can	be	used	for	planned,	unplanned	and	
testing	failover	between	sites

• Integrate	with	scripts	for	customization	of	
recovery	plans

Orchestrate	protection	and	
recovery	of	private	clouds

Microsoft
Azure	Site	Recovery	Service

Hyper-V	
Hosts

Hyper-V	
Hosts

System	Center	2012	R2
(Optional)

System	Center	2012	R2
(Optional)



On-premises	to	Azure	protection	(Site-to-Azure)

ASR	for	SMBs	to	Azure

Orchestration	and	
Replication

Microsoft	Azure	
Site	Recovery

Primary	
Site Hyper-V

October	2014

Key	features	include:

Automated	VM	protection	and	replication
Remote	health	monitoring
Near	zero	RPO No-impact	recovery	plan	testing

Customizable	recovery	plans
Minimal	RTO	– few	minutes	to	hours

Orchestrated	recovery	when	needed
Replicate	to	– and	recover	in	– Azure
Heterogeneous		physical	and	virtual	support	

NEW	December	2014

CUSTOMER	TO	AZURE

SMB	TO	AZURE



Continuous	health	
monitoring

Orchestrated	
recovery

Automated	protection



Sign	up

Site	A

System	Center	
Virtual		Machine
Manager	
(Optional)

AD

SQL

Exch

System	Center	
Virtual		Machine
Manager	
(Optional)

Site	B



Hyper-V	Replica	
replicates	virtual	

machines

Health	
monitoring

Create
recovery	
plan

Site	A

System	Center	
Virtual		Machine
Manager	
(Optional)

AD

SQL

Exch

Configure

System	Center	
Virtual		Machine
Manager	
(Optional)

Site	B



System	Center	
Virtual		Machine
Manager	
(Optional)

Site	B

Create
recovery	
plan

Orchestrates	recovery	of	
services	in	the

event	of	an	outage

AD

SQL

Exch



Summary



• Recovery	plans	are	stored	in	Windows	
Azure	as	Cloud	Services

• Select	SCVMM	clouds	to	protect	

• Customize	network	mapping	locally	in	
SCVMM	and	failover	same	settings	to	
a	VNet in	Azure

• Automatically	enable	replication	of	
virtual	machines

• Test	recovery	plans

• Monitor	services



If	you:

Have	a	secondary	
site	available

Use	System	Center	
Virtual	Machine	

Manager	(Optional)

Have	currently	
unprotected	
workloads

Can	benefit	from	
reducing	the	impact	

of	planned	
downtime	at	your	
primary	data	center



û The	workload	requires	synchronous	replication

û The	workload	data	lives	outside	of	a	VHD

û The	workload	needs	to	recover	physical	servers

û The	workload	requires	a	solution	outside	or	beyond	
Hyper-V	Replica’s	capabilities




